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1. INTRODUCTION

Today, digital computers are being built larger and with greater
complexity. They are being used in applications connected with space
flights, telephone systems, and plant control which require highly reliable
operation. When a component in the machine becomes faulty, the time
needed to detect and locate the faulty component shoul@d be minimized.
Such a faulty component will be called the fault. Rapid procedures to lo-
cate and detect faults in computers are needed to aid maintenance personnel
with maintenance of computers.

Let a machine be defined as the logical circuit of a computer.
This thesis will be mainly concerned with combinational circuits. A ma-
chine which has a fault will give a set of outputs different from that given
by the same machine with no faults, for some set of inputs. Most faults in
a machine can be detected and specified by examining the outputs of the ma-
chine and by comparing them with the different output sets that a machine
with the different possible faults produces. Several procedures for diagnos-
ing to the individual faults have been developed [1, 3, 4, 5, 6]. The pur-
pose of these procedures has been to find the specific fault in as few tests
as possible and as quickly as possible. The assumptions that are made by
many of these procedures, and that are also made in this thesis, are:
1) The machine will have at most one fault; 2) the possible faults that can

occur in a machine are a logic element stuck at ''l" or "0, " and lines be-
g



tween the logic elements opened; and 3) the fault is well behaved, i.e., itis
not intermittent,

Many computers today are constructed in small packages. Knowing
which fault has occurred is not as important as knowing which package con-
tains the fault; for when a package has a fault, the whole package is re-
placed. Chang [2] has taken this into consideration in his procedure for re-
ducing redundant tests and thereby for selecting a near optimal set of tests
for diagnosing a machine. His procedure is based on a pass or fail compar-
ison of a machine containing a fault, to a fault-free machine. It is useful
for a machine with a single line output but does not consider the additional
information that a multi-output machine provides. A single line output is
defined as an output with two output symbols, '"1' and "0"; in this study each
output symbol will be referred to as an output. This study considers the
problem of selecting a near-optimal set of tests for diagnosing a multi-
output machine with the goal of finding only the package wherein the fault
lies. This procedure therefore removes redundant tests from a set of tests
that can be applied to a multi-output machine.

One criterion for this near-optimal selection of tests has been to
find a procedure that can be applied to large combinational logic circuits.
Optimal. procedures have been developed for small combinational circuits
[1, 3], but if these procedures are applied to combinational circuits of rea-

sonable size, the computations and the bookkeeping involved would be so




voluminous that they would render the procedures impractical.

The method developed by this study can be applied to large combin-
ational logic circuits since it examines only the package separation that each
possible additional test gives when applied together with previously selected
tests. The test that gives the greatest separation of packages is chosen and
added to the list of selected tests. Although an optimal set of tests is not
always chosen, at least a near-optimal set is selected. This method does
not examine the package separations of several combinations.of tests applied
together which optimum procedures must do,and therefore the bookkeeping
is greatly reduced, making this test procedure more practical.

In Chapter 2 various procedures for package diagnosis are discus-
sed and a procedure for choosing a near-optimal set of tests is developed.
Chapter 3 contains the development of a probabilistic formula to calculate
probabilistic weights which are used for selecting the tests to be applied
for diagnosis. An example of finding a set of tests with this procedure for
one stage of an adder is also found in this chapter. In Chapter 4 a possible
extension of the procedure to sequential machines is given along with other

possible areas of research,



2, PACKAGE LEVEL DIAGNOSIS

In diagnosing failures of a machine, several procedures have been
developed for selecting the set of tests that is applied to a machine. A test
is defined as a possible input to a machine to determine the output of the
machine, The output then is compared with the output of the fault-free ma-
chine. One main goal of computer diagnosis is to minimize the number of
tests for complete diagnosis of a machine so as to shorten the time for di-
agnosis and reduce program space for a stored program data processor.
Most test selection procedures have been developed on a fault level diagno-
sis basis [1, 3, 4, 5, 6]. Faultlevel diagnosis is defined as diagnosing a
faulty circuit until the specific fault is known or it is known that no fault
exists in the circuit.

The trend for machine construction today is to build several logic
circuits in the same package for the reduction of size and the greater ease
in replacing components. When a fault occurs, the whole package is re-
placed. For diagnosis of such a circuit only the package containing the"
fault need be found, and not the specific fault. Therefore diagnosis of such
a machine should require fewer tests since less information is needed. Di-
agnosing a circuit until it is known which package contains the fault, or un-
til it is known that the machine contains no faults, will be called diagnosis
to the package level.

Few procedures have been developed for selecting tests for diag-



nosis to the package level which determines the faulty package but not an
individual fault. Chang [2] derived a procedure for removing redundant
tests for diagnosing a machine to the package level. His procedure is
useful only if the machine essentially has just two outputs, namely, "'1"
and '"0.'" However, many machines have more than two outputs and hence
give more information than justa ''1'" or a "0" for each input test. Util-
izing this extra information in selecting a sequence of tests improves the
procedure for removing redundant tests.

In diagnosing to the package level, a very general procedure that
requires only a knowledge of the truth table of each package would be de-
sirable. This procedure would then, from the knowledge of the interconnec-
tions of the packages, diagnose the combinational circuit to the package
level. For such a procedure, ways to detect dependency of the output of
each package on its inputs would be needed. If no dependency can be deter-
mined, then all possible inputs for each package are needed to make sure
that the package is fault-free. With dependency of the output on its inputs
known, different sets of tests that would indicate whether a package has a
fault would be needed, and from the interconnection of packages a diagnos-
tic procedure would then be developed to diagnose to the package level.

On the other hand, if the circuit of each package is known then it
is known immediately which faults can occur and what set of inputs will

give a correct output for the package even if a fault is in the package and
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what set will detect the fault. The problem of separating packages is much
less complex and the diagnostic procedure for the separation can be started

at once. For these reasons it is assumed that the logic in each package is

known.

2.1 Prime Implicant Diagnostic Procedure

Before considering the probability approach, it will be instructive
to examine an optimal pracedure,

Let P, represent the ith package and let the possible faults within
the ith package be fil, fiz, e ey f1i<' Although diagnosis to the package lev-
el does not require the identification of the separate faults within each pack-
age, each fault must be listed fo insure that a specific fault f; in package 1
has been separated from the f:;ults of the kth package, where all other faults
in package i may have been separated from those of package k. Thus each
fault must be separated by at least one test, in a set of tests, from all
faults in the other packages in’order to diagnose to the package level. This
leads to a method for diagnosis with multiple outputs which is somewhat an-
alogous to the prime implicant problem for logic design. After applying a
test to a combinational circuit, different outputs will be given for the differ-
ent faults, depending upon the fault. Note that a fault simply changes the
fault-free machine to a different machine with different outputs. From

these different outputs the following table (cf. figure 2) can be formed:




Down the side of the table the different possible tests are listed. Across
the top of the table are listed all possible pairs of faults, such that the pair
of faults is not from the same package. A + will be placed in the tm,
i fk e . i k .
./ 2 table position if test tm separates fault fj from fault fn , or in other
J
words, if a machine with fault f; produces a different output from a ma-
chine with fault fl; . When a machine with fault f; produces the same out-
put as a machine with fault , then the table position tm, fJ/ I left
n .

blank.

An example will clarify this procedure. Let a combinational cir-

cuit have packages Pyr Py and P, with two possible faults each. Let the

five tests have four possible outputs for the various faults as shown in fig-

ure 1. 8] o tz ta tg
f1] 00 11 00 01 00
P
f2|0o0 10 oo 01 11
£2/00 10 11 01 00
P2
2201 00 01 10 00
f,3/01 00 01 10 11
Ps3
f,3/00 11 01 10 11

FR-1267

Figure 1




The fault test pattern table is shown in figure 2,
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Figure 2

Consider the pairs of possible faults, i.e., f;/fl;, as elements of a
set. Then let test tm be c‘pnsid;r‘ed as a set of these pairs and contain ele-
ment le/fI; if and only if a plus sign is in the t_, le/fI; entry of the table.
Then test ts will be a prime implicant if and only if any test t‘r such that
tr = ts implies that t:r = ts. '}“hus if a test is not a prirng_ implicant it is a
proper subset of a prime implicant test, while prime iﬁplieants are proper
subsets of none of the other teéts. In the example, tlc tZ since there is a
plus sign in a row of t2 whenever there is a plus sign in the row tl. Fur-
thermore, since tz is not a proper subset of t3, t4, or t5, it is a prime im-

plicant. The {irst step in the diagnostic procedure is to find the prime im-

plicant tests according to this new definition of a prime implicant.



The remaining step is the same as a step in the prime implicant
problem for logic design which is that of finding a minimum cover of the
fault pairs. A minimum cover is the minimum number of prime impli-
cants whose union will contain all elements f;/f: where i # k. In the ex-
ample, tz and t5 or t3 and t5 are minimum covers. Thus one concludes
that tests t5 and either test t2. or t3 will diagnose the circuits to the pack-
age level.

This procedure is an optimum procedure for combinational cir-
cuits with multiple outputs since a minimum number of tests can be found
by this minimum cover. However, one serious drawback in using this pro-
cedure for diagnosis is the vast amount of bookkeeping necessary to find a
set of tests that will cover all faults. As an example, suppose that a
combinational circuit has five m;)dules with ten faults in each module;
then t’he size of the fault pattern array similar to figure 2 will be the num-
ber of tests by 1000. Formulating this fault pattern‘ table, finding the
prime implicants, and finding the minimum cover would be very time con-

suming.

2. 2 Probability Weighting Procedure

A more practical procedure is the following which orders the pos-
sible tests by a probability procedure and finds a near-optimal set of di-

agnostic tests, For this procedure the tests and the outputs of the ma-



10

chines with different faults are listed in tables as in figure 1. The columns
of the tables represent the possible faults that can occur. In the fjl, tk en-

try is listed the output that the machine with fault fji would give if test tk
were applied.

Similar to Chang's method for selecting tests [2], a weight for each
test is given for the purpose of selecting the best test to be applied next to
the machine for diagnosis. At least a near-optimal set, if not an optimal
set, of tests is obtained by this approach while not requiring the exhaustive
trials of all possible test combinations. This procedure weights the possi-
ble tests that can be applied to the machine according to probability. In cal-
culating’ the.probability it is assumied thategch outputfor every test is equally
likely and that there are enough outputs available so that a hypothetical.
test could completely diagnose the circuit. The weight is then the probabil-
ity that a hypothetical test will diagnose the circuit after the test being
weighted has been applied. The test with the highest weight is chosen and
applied to the machine. Some separation of packages is obtained. Next,
the tests are applied again to the machine to see how much more they will
separate the remaining packages in conjunction with the test already select-
ed. The probability that another hypothetical test will separate all remain-
ing packages not separated by the test selected and the test being weighted

taken together, is the new weight. A second test with the highest weight is

added to the selected test set, and the process is continued. Each time a
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new weight is found for the tests not selected. This weight is the probability
that a hypothetical test will separate the remaining packages not separated
by the test being weighted and the selected tests taken together. After all
packages have been separated the procedure is terminated, and the selected

test set will 'diagnose the machine to the package level.

2.3 Assumed Number of Outputs

To find the weight of each test, it is necessary to see how many pack-
ages would still need to be separated if the test to be weighted were applied
after previously selected tests., If for a given test tm, a fault f,i in a ma-
chine gives a different output from fault f:, then f; is separated from fault
fI:I. Of course the interest is not in separating faults but packages, and so
if all faults of a package have been separated from all other faults in the
other packages, then this package has been separated. Note also that if it
is important to determine whether the machine is fault-free, then the fault-
free machine can be considered as a fault of a fictitious package denoted by
f% whose outputs for the tests are the same as the machine's truth table.

This will assure that the fault-free machine is separated from all other
packages with faults. ;
In calculating the weights, it is necessary to determine how many

possible outputs need be assumed. The weight of a test is the probability

that a hypothetical test will separate all remaining packages not separated
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by the tests already selected and the test being weighted taken together. A
sufficient number of outputs needs to be assumed for this hypothetical test
in order for the probability not to be zero. The number of assumed outputs
may then be more or less than the number of actual outputs of the machine,
The number assumed is taken as the maximum number of packages that
have not been separated after applying the tests selected for diagnosis
along with any one of the tests being weighted. The probability is under the
assumption that each output for every fault in the next applied test is equally
likely to occur. Finding the probability is then simply a process of count-
ing the number of ways that outputs can occur, such that the remaining un-
diagnosed circuit will be diagnosed to the package level. This number is
divided by the total number of possible combinations of outputs to give
what will be called the probabilistic weight, denoted Wp. In this procedure
of diagnosis the probabilities are the weights, and it has been decided that
a weight of zero is not to be given to any test since this would eliminate a
comparison of all tests weighted zero. Therefore by using the maximum
number of packages left to be separated as the assumed number of outputs,
none of the weights will be zero.

Let the probabilities of the various tests order the tests and call
this the test order assuming a number of outputs, This test ordering is
not necessary to choose the test with the highest weight, but it has been

introduced to help explain some properties of this procedure and to make
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comparisons. The test with the highest probabilistic weight will have order
designated 1 and will be the test to be applied next for diagnosis.

Assuming more outputs than the machine actually has, is equiva-
lent to putting the outputs of several tests together so that the machine ap-
pears to have more outputs. For example, if only two outputs are possible
then four possible combinations of outputs, i.e., 22 can be obtained by put-
ting the outputs of two different tests together. If the number of outputs as-
sumed is equal to the machine's actual number of outputs raised to a power
r, then the weight is also the probability of diagnosing the machine with r
tests. - Of course the assumption of all outputs having equal probability for
all faults is the same.

Assuming more outputs may rank:' one test higher than another,
whereas for fewer assumed outputs the tests may be ranked equally. An ex-
ample of this is seen in figure 3.

Both weights are equal, assuming two outputs; however, assuming

three outputs gives test t, a higher weight. For test t, and with three out-

2

puts, different combinations of two outputs among the three faults in pack-
age p,s with the third output for fault f;, can separate the packages, where-
as with two outputs all three of the faults in package 'pz had to have the same
output. There is less than half the number of combinations for two outputs

among two faults than among three faults, and so with three assumed out-

puts, test t, has the higher weight.
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ty to
f,1 10 1
!
f2! | O 0
P
f,2 10 0
P2 {1,219 0
2
[f3~ | 1 0
0.125 0.125 Assuming 2 outputs
P 0.222 0.296 Assuming 3 outputs
(Wp = Probabilistic weight) FR-1269

Figure 3

There are cases where assuming more outputs will switch the or-
der of tests that are close together in a test set, but usually the test order
will remain the same. Tests that are weighted higher will often leave few-

er total faults or fewer packages left to separate. Increasing the number of

possible outputs will increase all the probabilistic weights. Usually the
tests will not change orders, however, since a fewer number of faults or a

fewer number of packages will still have more combinations of outputs that

will separate them.
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2.3 Example with Probabilistic Weights

In order to make the procedure clearer, consider the diagnosis of
the following example that Chang used in his paper [2]. His example has
only two outputs, either 1 or 0; however, the multi-output probability
method is also applicable to this case since a single line output is a triv-
ial multi-output.

The set of tests that Chang used are shown in figure 4.

The test patterns can be written differently to see more clearly
which packages still need to be separated after the first test has been ap-
plied if the first test is ti fori=1, ..., 8, This is done in figure 5(a) and
(b).

In figure 5(b) it is seen that tl has a '0' in each package. The

3

test t1 does give some information for diagnosis since it separates fl, f2’

and f? from the other faults, and hence the probabilistic weight should not
be zero. An assumption of at least five outputs is required in order that
the probability of the remaining packages being separated by a hypothetical

test is not zero after applying test t.. Let these five outputs be called a,

1
b, ¢, d, and e. A test pattern that will completely separate the packages
that have output "0'" in test tl must have the sarne output for all faults in
the package, and this output must not occur in any of the other packages.

After referring to figure 5(b) one can see that one such possible output

pattern that would separate these packages is:



(o
o

1 tz t3 14 15 te t7 tg
fl |1 0 0 1 0 0 0 0
Py .
[ 2t} o0 0 0 1 0 0 1 1
2] o0 o 1 1 0 1 0 o
P, 22| 0 1 c 1 0 0 1 1
f32 | O 1 0 0 0 0 1 0
> | 0 0 0 1 1 0 1 0
P3 5
fa° | 1 1 0 0 0 1 0 1
f4] 0 0 0 1 1 0 1 0
Py f24 | O 1 0 1 1 0 0 0
f34 | O 1 0 0 1 0 0 1
f15 | 1 0 1 0 1 1 0 0
Ps
.51 0 1 1 0 1 1 0 0
Chang's Weight = 24 30 25 30 35 29 29 26
Chang's Ordering _
of Tests =8 2 7 2 1 4 4 6
Probabilistic  _ -2
Weight = 00029 0.0L77 0.0275 0.0472 0.4261 0.0531 0.0118 0.0059 X 10
Probability
Ordering =z 8 5 4 3 1 2 6 7
of Tests
FR- 1270
Figure 4
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) Py {le Q
P, szz b
Lf32 b
Py {f13 c
e
Py f24 | d
f3* | d
B
G
FR-1271

There are 5. ways for five outputs to completely separate the packages. Al-

so there are 5. ways for five outputs to occur.since there are nine faults.
Therefore the probability of completely separating these remaining faults
is 53./59. The next test to separate all packages after applying test tl must
also separate the faults fi, f;, and fi). There are 5(4)(3) ways for five out-
puts to separate these faults out of a total 53 possible test patterns, The
probability for completely diagnosing these faﬁlts is 60/53.

No dependency exists between the event of separating the 1's in
figure 5(a) and the event of separating the 0's in figure-5(b); and so the

probabilistic weight WP is simply the product of the probabilities of these

two independent events. The independence results from the assumption

[
co
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that every output is equally likely for every fault.
For test tl the probabilistic weight is calculated:
Wp = (5.’2/59)(60/53) = 7200/512 = 0.0029 X 1072
By similar procedures the other probabilistic weights are
found and recorded in figure 4 along with the test order.
Test t5 has the highes.’t weight and is therefore chosen as the test

to apply first in diagnosis. After applying test t_ the remaining test pat-

5

»

terns and packages to be separated are shown in figure 6. Fiéure 6 could
be split up again as figure 4 was in figure 5(a) and (b); however, this is
not necessary to calculate the probabilities. Since there are at most
three packages left to be separated from each other, the maximum num-
ber of outputs needed is equal to or less than three. Test ’cl does not
separate packages P3s Py and Py completely, and thus at least three out-
puts need to be assumed for calculating the weights.

Let us choose t6 as an example for calculating the probability.
After tests t5 and té have been applied to the circuit it can be seen that

1 2 2
and f2 and package P, with faults f) and f, need

package . P, with faults f1 > 3

1

to be separated. With three outputs there are 18 ways that these packages

can be separated. Since there are four faults, the probability of separat-
. 4 . 2

ing p, from p, is 18/3". The probability of separating p, with fault f|

3
from p, with fault £ is 2/3 under the same conditions. It is noted that

package P, is completely separated, and so the probability of separating




t 1o ts ty tg ts tg
il 1 0 0 1 0 0 0
" {le 0 0 0 1 0 1 1
#{o o 1 T 1 o o

P, {t2]| o 1 0 0 1
2] 0 1 0 0 ) 1 0
P3 {f23 1 1 0 0 "1 ————— 5_" 1
E {ff’ 0 0 0 1 0 1 0
flo o o 1 o 1 o
Ps {fz“ 0 1 0 1 0 0 o}
fz*| o 1 0 o] 0] 0 1
N {f[s'"l """""" o 1 o 1 o o
2] 0 1 1 0 1 0 o)
Wp = 00049 00195 0.0073 00293 0.0439 0.0146  0.0012
gjs\thOrdering 6 3 5 > 1 4 7
Chang's Ordering 5 2 5 2 1 4 7
FR-1274

Figure 6

20



Wp =

Test Ordering

Chong's Orde

N
[

ty t2 t3 4 t7 ts
fl ] 1 0 0 1 0 0
f21 | O 0 0 1 1 1
22 | O 1 0 1 1
2 | O 1 0 o) 1 0
2| o 0 1 1 0 )
31 1 1 0 0 0 1
3| o 0 0 1 1 0
f4| 0 0 0 1 1 0
f24] © 1 0 1 0 0
f,4] O 1 0 0 0 1
0.0313 0.5000 0.0156 0.0625 0.0625  0.0625
5 1 6 2 2 2
ring 5 1 6 4 2 3
FR-1275
Figure 7
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it is 1. 0 while the probability of separating Py from P, is 24/34. Multi-
plying these independent probabilities together will give the probabilistic
weight of the test.
Wp = (18/34)(2/3)(24/34)(1. 0) = 0. 0439

Other probabilistic weights are recorded in figure 6.

Since t6 has the highest weight, it is applied and produces the test
patterns as shown in figure 7. Package P is omitted since it has been sep-
arated. By the same procedure the probabilistic weights are calculated and

are recorded in figure 7. After applying test t, which has the highest

2

weight, the only remaining packages to be separated are p, with fault fi

. 4
and P, with fault fl. All other packages have been separated, and the test

patterns are shown in figure 8.

151 1) 14 t7 tg
Ps { 12| O 0 1 1 0
Pa {14 | o 0 1 1 0
Wp = 0.500 0.500 0.500 0.500 0.500
Test Orders 1 1 1 1 1
FR-1276
Figure 8




All probabilistic weights are the same as the weight of test t, and

with the same number of assumed outputs., Therefore there is no further
separation obtained by applying any of the remaining tests which indicates

3 4
that faults fl and fl are indistinguishable. The diagnosis process then is

t and t_.

terminated with the application of tests t5’ 6’ 2

2. 5 Comparison

It is instructive to compare the similarities and differences be-
tween Chang's ordering of the tests and the probabilistic ordering. Each
time the tests were weighted in this example, the test with the highest
weight by Chang's procedure also had the highest probabilistic weight.
Therefore the test selected to be added next to the diagnostic set of tests

was the same by both procedures. Since there are five packages to be

separated there must be at least three tests for separating all the packages,

and if one examines all other possible combinations of three tests, he will

see that tests t5, t6, and t2 are the best combination for diagnosis. In

both procedures the best possible tests were selected.

After ordering the tests in figure 4 it is noted that the probabilis-
tic weights ordered test t6 as second while Chang's procedure ordered

test t_ as second and test t, as fourth. By examining these two tests one

2 6

sees that test t2 does not separate any of the packages from the rest. Ev-

ery package after applying test tZ has a zero for at least one fault, and if

23
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this test were selected, a minimum of three additional tests would be re-
quired to separate all packages. (Since two of these faults in different
packages have identical test signatures, i.e., the same outputs for all
tests, they are indistinguishable; however, this is assumed not known until
the end of the diagnosis. If they could be separated, at least three more
tests would be required.) On the other hand, test t6 separates package

P, completely from packages p4 and pl. There remain four packages to
be diagnosed that have 0's recorded under test t6 and three packages that
have 1's recorded. Thus there is a possibility that the circuit could be
completely diagnosed with just two remaining tests if test té is used. (Test
t_ has been ignored for this comparison,)

For this specific example with test t5 omitted, the same additional

tests are required whether test t| is chosen or test t

2 6 but the comparison

indicates the reason for the difference in ordering. Chang's method weights
slightly more the splitting of the remaining faults to be diagnosed into two
equal parts while the probabilistic weight simply selects the test with the
highest probability of complete diagnosis with a certain number of additional
tests. Of course in many cases the test which splits the remaining faults
into equal separations is the test with the highest probabilistic weight as
was seen in the selection of the best tests by both methods in Chang's ex-
ample.

Examining a select set of test patterns will show more clearly
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some differences of ordering tests between the probabilistic weights and
Chang's weights. This set will also indicate one weakness of both proced-
ures.

Consider the set of tests and their weights as shown in figure 9.

Two sets of tests will completely separate all faults; either tests tl, t6’

" 1 -
t7, and t8 or tests t., t3, t4, and t5. It can be seen that Chang's proced
ure weights tests tl, t6, and t8 of the first set highest while the probability
weighting procedure weights tests tz and t5 of the second set highest. No-

tice that every test in the first set of tests except one has the same number
of 0's and 1's, while every test in the second set separates one package

t,, ort

each. Chang's procedure weights tests tl, 6

3 highest since the 0's

and l's are divided more evenly in them. The probability weighting pro-

cedure weights tests ’c2 and t5 highest since there are more possible com-

binations with five outputs that would separate the remaining four packages
than there are combinations which would separate the five packages. After

applying either test t2 or t5 there are output patterns that would completely

separate the remaining packages with two tests together, whereas a mini-

mum of three tests is required for complete diagnosis after test t t6, or

1’
t8. Admittedly for this example, two tests that would separate the remain-

ing packages after applying t, or t_ would have the highest weight of the

5

tests listed and would be chosen first by both methods; however, this is not

always the case for sets of packages and tests. The probability weighting



ty to tz ta ts tg te tg
f1t | o ) 1 1 1 0 1 1

P {le 1 0 1 1 1 1 0 )

f3l | O o} 1 1 1 0 1 1

. {ff”‘l"""l ____ o 1 1 o 1 o

f2 1 0 1 0 1 1 1 0 1

., {fl?'_l _____ T 1 o 1 o o o

23| o 1 1 ) 1 1 1 1

el 1 T 1 1 o 1 1« o

Pe <241 0 1 1 1 0 0 0 1

f24 | 1 1 1 1 0 1 1 0
] wlo 1 1 1 1 o o o

° {f25 1 1 1 1 1 1 1 1
Chang's Weight 29 27 20 20 27 29 28 29
Chang's Test Order 1 5 7 7 5 1 4 1
Wp = 0.0059 00430 0.0111 0.0111 0.0430 0.0059  0.0059  0.0059
Wp Test Order 5 1 3 3 1 5 5 5
FR-1277
Figure 9
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procedure chooses the test that at least makes a shorter diagnosis possible.

If eight outputs are assumed in the probability weighting procedure,

it turns out that test tl has a higher probabilistic weight than t Thus the

2‘
. . L 3
order switches, indicating that with an additional three tests (or 2~ outputs)

there exist more combinations that will separate the remaining packages

for test t1 than for test tz. By assuming three additional tests, Chang's

ordering and the probabilistic ordering are the same for tests tl and tZ'

However, this approach ignores the possibility of diagnosis with fewer tests.

This points out one of the reasons for choosing the smallest pos-
sible number of assumed outputs that will still give all tests a weight other
than zero. By choosing the smallest number of outputs, the probabilities
correspond more closely to the minimum number of tests that will diagnose
the circuit. Another reason for choosing the smallest possible number of
outputs is to make the computations of the weights easier.

Neither Chang's procedure nor the probability weighting proced-
ure always chooses the optimum test sequence for all cases., This can be

seen if the only tests available for diagnosing the packages in figure 9 are

tests tl’ t t

5 by t4, and t5. Chang's procedure would pick test t1 first and
then the other four tests. Test tl is not needed since the other four tests

are sufficient to diagnose the circuit to the package level. In the same way,

if the only available tests are tests t , t t_, and t_, then the probab-

2’ Yo' Y 8
ility weighting procedure would pick test t

17

2 first and then the other four



N
[0 4]

tests., Test t:2 in this case contributes nothing to the diagnosis to the pack-
age level since the other four tests are necessary and separate the packages
themselves.

As was pointed out in the introduction, optimality was traded for
the process of choosing the next best test without looking at all possible
combinations of tests. A glance at the two cases above yields the optimum
set of tests because of the simplicity of this problem and because the eye
can see all possible combinations of tests, But of course in larger com-

binational logic circuits, considering all possible combinations of tests is

an enormous task,
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3. PROBABILISTIC WEIGHT FORMULA

3.1 Weight Formula Derivation

Calculating the probabilities can be a fa;irly tedious job if done by
hand. In order to facilitate the matter, the following iterative formula has
been developed to permit the probabilities to be calculated by computer.
The following recursive formula calculates the number of possible ways

of assigning NT possible outputs to N packages.

Define:
NX (Il, IZ’ e IN) =1
and
NX (I].’ Izs ) Ik, 0: 0, . 1 O) =

T Ikn Jier -1 NF
T+N—(K'4'l K+l 1 K+1
1 Z-1 ( Ik ))L z =1 tL) <JK-.+(1+£1) (L ~Jier +1) NX(Iy,I;°1ke1,0,°++,0)
K+1° K+l ™

FR-1303

T=NT-N-Il-IZ-... -Ik+k+1

NT = Total number of outputs assumed

N = Number of packages to be separated

NFk +1° Number of faults that are in the k + 1th package
Each Ij represents the number of outputs that appear in the
jth package, for j=1, 2, ..., k+ 1.

NX (Il’ I 1,0, ..., 0)is the number of ways that T+ N - (k+ 1)

2 v A

outputs will separate all remaining packages indexed greater than k, with

Ij outputs in the jth package for j=1, ..., k.



The number of possible combinations of NT outputs that will com-
pletely separate all packages is given by NX(0, 0, ..., 0). The probabilis-

tic weight is given by:

w - NX(©, 0 .... 0

P NTNFT

: N
where NFT= E NFk (the total number of faults).
k=1

In order to verify tha# this formula calculates the probabilistic
weight as desired, consider the individual.. terms. The maximum number
of outputs T that may appear in a package and still leave a.sufficient number
of outputs to cover the remaining packages is the total number of assumed
outputs NT less the number of outputs assigned already, and less at least
one output for each of the remaining packages. Therefore

T=NT - I1 - I2 Teee oL - (N - (kt+1) ). The minimum number required is

T+ N - (k+1) B
sl (1)

is the number of ways that Ik+l outputs of the total number of outputs NT

1. The term

less the previously used outputs can be selected. These Ik+1 outputs are

then applied to the faults of package k+l.

The number of ways that these Ik+1 outputs can be assigned to NF

k+

30

1



faults is given by:

fet1

Jg1 - 1 L NF
(-1) (I -J + 1) ktl (2)
; mat ] o1 k+1 k1
k+1 k+1
To verify this, consider I outputs labeled xl, XZ’ x3, x4, eeos XI'

NF
There are (I) ways that these outputs can be arranged where NF is the
number of faults in this package. But we seek only those arrangements
that have used all I outputs; we do not want to include those combinations
) I NF s
with fewer than I outputs. There are I (I-1) combinations that have
(I - 1) outputs that have been included in the number (I)NF, and so we must
I
subtract <1)(I - 1)NF from (I)NF. Next we must consider how many com-

)(I - Z)NF too

many. To see how many of these have already been subtracted in the i)

binations of (I - 2) we have so far. The term (I)NF has <IZ

(I- 1)NF term consider the matrix of outputs:

- XZ X3 x4 .0 XI
) D T R R
Xl XZ - x4 i 0 XI

The dashes indicate the output missing in the listing of the (I-1) combina-

tions.



1
Notice that there are (2> ways to choose any two outputs omitted
and that there are (f)rows of the matrix that can have the same remaining
outputs with one more output omitted. For example, the first two rows

omitting X, in the second row and x_ in the first row have outputs x_, x,,

2 37 74

cees X0 Since all other outputs have an xj, deleted for 3 < j =<1, all

other rows with one more output deleted will have either X, OT x, or both.

Since a row of the array represents one of the (11) terms of (I - 1) outputs,

the number of combinations of (I - Z)NF has been subtracted twice, once too

- 2NF

many, and therefore (IZ> must be added to (I)NF - (I )(I-I)NF.

1

Consider now the number of (I - k) outputs. These combinations
also must be removed from the total number of combinations since only I

o kI NF s
output combinations are wanted. There are X (I- k) combinations
. k NF k(I N
in the(o) (1) term; (1)(k)(l - k) F combinations in the (i)(l - l)NF
k I NF o s .

term that have been subtracted and > K (I-k) combinations in the

I NF '
<2>(I - 2) -7 term that have been added. The validity of this last number

can be demonstrated by the array:

32



3 %4 I
- XZ - X4 o e XI
B R S *1
Xl - - X4 . XI
S D S *1

X X X X o e -

1 72 "3 "4
There are (i)ways to choose the k outputs to be deleted. Of

k
these k outputs there are ( )ways to choose two that have already been de-

2
k(I NK
leted from the rows of the array, Hence there are 2 M\ x {I - k) com-
s . I NF .
binations that have k outputs deleted in the term 2 (I-2) "¢ By a simi-
k
lar argument, the <I )(I - m)NF term has included ( ><I)(I - k)NF com-
m m/\k
e s . s e NF
binations of k outputs. Therefore the coefficient of K (I - k) for each
term forms a binomial distribution. Summing these up to see how many

times (i)(l - k)NF need be added or subtracted indicates that just one

term is needed since the final term of the binomial coefficient is 1 and

i(f{)(-l)k - o.

k=0
Thus the term in (2) gives the number of combinations of I'k+1

specific outputs where each of these outputs is used at least once. The

w
W
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product of these two terms (1) and (2) gives the total number of allowed com-

binations that can occur with Ik+1 outputs.

The term NX(II, I 0, ..., 0) (3)

vy eees L, 1 s
2 k' k+tl

gives the number of combinations that the packages indexed greater than

k+1 have with NT - I1 - IZ - .. - Ik+1 possible outputs. By multiplying

(3) by (1) and (2) and summing the possible values of I , it is clear that

k+1

NX(Il, I 1,0, 0, ..., 0)is found and gives the total number of

2;:--1 k’

combinations that will separate completely the packages indexed greater

than k with I1 outputs in the first package, IZ outputs in the second package,
th

and so forth up to I.k outputs in the k  package.

After NX(0, 0, ..., 0) is calculated, the probabilistic weight is

given by:

NX(0, 0, ..., 0)

w, = NFT
NT

NFT
The term NT is the total number of ways that NT outputs can
be assigned to the total number of faults, NFT.
A program that calculates the probabilistic weight for up to three

packages is included in the Appendix.

3. 2 Multi-OQutput Example

The example selected is a single stage of a parallel adder com-

posed of two half adders and one ""OR'" gate. The circuit is shown in figure



10.

The faults and test inputs were simulated on the simulation portion
of Seshu's Sequential Analyzer [6], and the dictionary of possible machine
failures is shown in figure 11. Some of the possible faults that could occur
between packages were included arbitrarily in one of the packages. The
fault R1 to C2. OPEN was included in the package H2 while faults Cl to C
OPEN and CZ2 to C OPEN were included in package C3. The fault-free ma-
chine called the good machine was considered as a separate package to as-
sure that all faults would be separated from it for complete diagnosis.

The test fault pattern in figure 12 lists the various faults that cor-
respond to the dictionary of machine failures.inifigure 11. The outputs are
shown in the entries of figure 12, Under the tables the probabilities have
been recorded as well as the test order. The figures from figure 12 to
figure 17 show the complete diagnosis of the full adder stage to the package
level.

The full adder stage was completely diagnosed to the package level
with test inputs 010, 011, 101, 001, 000, and 100. Two possible tests were
not required, and in three cases the best choice was arbitrary between two
tests. It can be noted that a few indistinguishable faults were included in
the same package since the locations of these faults were close to each
other in the physical circuit. Since these indistinguishable faults were in
the same package, no weight was given to separating them, and therefore

no useless search for a test that would separate them was made.
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DICTIONARY OF MACHINE FAILURES FOR LOGIC CIRCUIT CKTI

MACH NOS

11

13

15

17

19

21

23

25

27

29

INPUT ORDER

FAILURE
GOOD MACHINE
LC TOCl OPEN
Cl OUTPUT 1
LC TOO0l OPEN
01 OUTPUT 1
N1 TORI1 OPEN
R1 OUTPUT 1
B TO C2 OPEN
Cc2 OUTPUT 1
B TO 02 OPEN
02 OUTPUT 1
c2 TO C OPEN
C OUTPUT 1
02 TO R2 OPEN

R2 OUTPUT 1

A B LC

OUTPUT ORDER R2 C

Figure 11

MACH NOS
2

4

10
12
14
16
18
20
22
24
26

28

Cl

0l

01

R1

R1

Cc2

R1

02

Cl

N2

R2

FAILURE
TO Cl1 OPEN
OUTPUT O
TO 01 OPEN
OUTPUT 0
TO Rl OPEN
OUTPUT 0
TO C2 OPEN
OUTPUT O
TO 02 OPEN
OUTPUT O
TO C OPEN
OUTPUT O
TO R2 OPEN

OUTPUT O



Package & Test (Inputs)

FaultNo. | 000 . 001 . 010 - 01l . 100 . 101 . 110 . 111

(2 00 01 10 11 10 01 01 11

3 00 10 10 01 01 01 11 11

4 00 10 10 01l 10 10 01 01

5 01 o1 11 11 01 01 11 11

6 00 10 10 01 00 01 10 11

il 7 00 00 10 10 10 01 01 11

8 00 00 10 10 00 01 10 11

9 10 10 01 01 10 01 01 11

10 10 10 01 01 10 01 01 11

11 | 00 10 10 01 10 11 01 01

12 | oo 00 10 10 00 01 10 11

L 13| 10 10 01 01 10 11 01 01

(14 | o0 10 01 01 10 01 o1 01

15 00 01 10 01 01 01 01 11

16 | 00 10 10 10 10 01 10 11

17 | 01 01 01 01l 01 01 01 01

18 | 00 00 10 01 00 01 01 11

e ] 19| 00 10 00 01 10 01 01 01

20 | oo 00 00 01 00 01 01 01

21 | 10 10 10 01 10 11 01 11

26 | 00 10 10 11 10 01 11 11

27 | 10 10 10 01 10 11 01 11

28 | 00 00 00 01 00 01 01 01

L 29| 10 10 10 11 10 11 11 11

(22 | 00 10 10 01 10 00 01 10

c3) 23| 00 10 10 00 10 01 00 11

24 | 00 10 10 00 10 00 00 10

L 25 | o1 11 11 01 11 01 01 11

M { 1 00 10 10 01 10 01 01 11
_______________________________ 4
W, |0.1812 2.5365 2.8161 2.6090 2.5365 0.2347 2.6090 0.6177
X10710

T0.| 8 a4 1 2 4 7 2 6

FR-1279

Figure 12
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Package & Test (Inputs)

Fault No. | 000 001 | o1l 100 101 110 111

C 2 00 01 11 10 01 01 11

3 00 10 01 01 01 11 11

4 00 10 01 10 10 01 01

41l 6 00 10 01 00 01 10 11

} 7 00 00 10 10 01 01 11

8 00 00 10 00 01 10 11

11| oo 10 01 10 11 01 01

(12 [ oo 00 10 00 01 10 11
-_t ——— 1

(15 | 00 01 01 01 01 01 11

16 | 00 10 10 10 01 10 11

18| 00 00 01 00 01 01 11

H2<{ 21 | 10 10 01 10 11 01 11

26 | 00 10 11 10 01 11 11

27 | 10 10 01 10 11 01 11

L 29 | 10 10 11 10 11 11 11
—n—mA——r—_—— Yt — —_—— — —_——— ——— s —— e — —

22| oo 10 01 10 00 01 10

c3{ 23| oo 10 00 10 01 00 11

1 24 | o0 10 00 10 00 00 10

M { 1 00 10 01 10 01 01 11

Hl{ 5 01 01 11 01 01 11 11

03{25 01 11 01 11 01 01 11

9 10 10 01 10 01 01 11

H1<{ 10 | 10 10 01 10 01 01 11

13| 10 10 01 10 11 01 01

yo {18 | 00 10 01 10 01 01 01

17 | o1 01 01 01 01 01 01
Wp 0.0042 | 0,047 | L0820 |0.0477 | 0.1485 | 1.0821 | 00094

x10"

T.0. 7 4 1 4 3 1 6
Figure 13 FR-1280
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Package 6 Test (Inputs)
Fault No. 000 001 100 101 110 111
[ 3 00 10 0l (o} ] 11 11
w1l 4 00 10 10 10 01 01l
6 00 10 00 01 10 11
L 11 00 10 10 11 01 ol
r —— s — — — —— — — — — — — — — —— — — — — —
15 00 01 01 01 01 11
18 00 00 00 01 01 11
H29 21 10 10 10 11 01 11
27 10 10 10 11 o1 11
" e 1
o 3{ 22| o0 - 10 10 00 01 10
M { 1 00 10 10 01 01 11
mi{ 2| oo o1 10 o1 o1 n
26 | 00 10 10 01 11 11
H29 29| 10 10 10 11 11 11
7 00 00 10 01 01 11
H1{ 8 00 00 00 01 10 11
12 00 00 00 01 10 11
I _
H 2{ 16 00 10 10 01 10 11
9 10 10 10 01 01 11
H14 10 10 10 10 0l 01 11
13 10 10 10 11 01 0l
S
\ { 14 00 10 10 0l 01 01
H
17 01 01 01 01 01 01
wp | 0.1159 0.1545 0.5866 4.1062 0.0410 17598
X 10-3
TO. 5 4 3 1 6 2

FR-12801

Figure 14



Pockoge a Test (Inpufs)

Fault No. | 000 001 100 110 1
nl3] 0 o1 11 11
6| oo 10 00 10 11
L [15] 00 o 01 oL 1
18| o0 00 00 01 1
M { 1| oo 10 10 o1 1
H1 { n | oo 10 10 o1 o1
wp [21 ] 10 10 10 o1 1
27 | 10 10 10 ol 1
H1 { 2| o0 o1 10 o1 1
H2 {26 00 10 10 11 11
00 00 10 o1 11
HLS 8 | 00 00 00 10 11
12| 00 00 00 10 1
H2 { 16| 00 10 10 10 1
9 | 10 10 10 o1 1
H1110| 10 10 10 o1 11
o 18] 00 10 10 o o1
17| o1 o1 oL o1 o1

Wp 0.4877 8.779 39018 1.9509 0.4877

X 10-2

10. 4 1 2 3 4

FR-1282

Figure 15



Package & Test (Inputs)
Fault No. | 000 100 110 111
1 {3 00 01 11 11
6| oo 00 10 11
m { 1| oo 10 01 11
H1 {11 00 10 01 01
Hp 21| 10 10 01 11
271 10 10 01 11
1 9| 10 10 01 11
10| 10 10 01 11
H2 {14| o0 | 10 | o1 01
Wp 0.2500 | 0.0625 | 0.0625 | 0.2500
TO. 1 3 3 1
FR-1283
Figure 16
Package & Test (Inputs)
Foult No. 100 110 111
{ 3 01 11 11
H1
6 00 10 11
M { 1 10 01 11
Wp 1.00 1.00 | 0.25
TO. 1 1 3
. FR-1284
Figure 17




4. FUTURE WORK AND CONCLUSIONS

4. 1 Sequential Machine Extension

The probability weighting procedure could be extended to sequen-
tial machines. A possible extension would involve forming and using the

following tables:

k k
"11 t21 *31 *nl *1'2 * 4n? et
f11
fol
Py <
(Entries consist of
an output plus the
f 1 next state the
L . machine would go 10.)
-
fS
Ps { .
fiS
S
FR-1285

Figure 18

It is assumed that there are k states and s packages with a vary-

ing number of faults in each package. A row of the table represents a fault




in a given package with its outputs for various test inputs. Each column
represents a test input with the machine in a specific state. For example,
the test tcxln is the test input tm applied to the sequential machine with the
machine in state q. The states of the machine must be accounted for in the
bookkeeping since a fault sequential machine may not only have a different
output but also a different next state when compared with the fault-free ma-
chine. Therefore each table position entry has the output for the applied
test as well as the next state that the machine with the fault would go to.

In applying the probability weighting procedure it is assumed that an initial
state of the machine is given or that the machine can be put into a given
state. If the state that the machine goes to is observable it will also parti-
tion the packages and shorten the diagnostic process.

If state i is the initial state then the subarray shown in figure 19
is formed by all columns of tests with superscript i and all rows.

When this array is used, the probabilistic weights are found and
the first test to be applied is selected. After the first test has been applied,
the array, from which to find the next test, is obtained by first examining
the next state that each fault would put the machine in. If fault f% after ap-
plying the first test puts the machine in state h, then the portion of the f;
row under column tlll, e tn of figure 18 would be placed in the new array
for row f; The tests of the new array drop their superscripts. After the

array has been completed it contains the condition of the machine after the
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Figure 19

second test has been applied. This array thus shows the outputs that the
sequential machine would give and its next state for any given fault after
applying the first test and any second test. The probabilistic weights are
then calculated and a next test selected. This process is continued until

the machine is diagnosed,

NN
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4, 2 Future Research Areas

Applying probabilistic weights to sequential machines will require,
in addition, a procedure for determining the next testv to be applied when
the present possible tests do not give any additional diagnostic information,
but other tests in other states do. A criterion is needed for terminating
the diagnostic process so that all packages are separated that can be, but
indistinguishable faults in different packages do not cause useless tests to
be inserted in the sequence of diagnostic tests. A possible research prob-
lem is to provide the detailed criteria for the extension of this probability
weighting method to sequential machines,

The probability weighting procedure could be altered in two ways
that may improve the procedure for combinational machines. One possibil-
ity would be to purposely weight some of the tests zero in order to shorten
the time for calculating the weights. The purpose for weighting the tests
each time is to select the best test that would next be applied to the machine.
The order of the tests is unnecessary especially for those tests which give
the least information. Weighting the tests that give the least information
zero would not prevent selecting the best test to be applied. Giving the
weight of zero to some tests could be done by assuming fewer outputs for
the hypothetical test so that this test cannot separate the remaining pack-
ages. For example, if five packages remain after applying a test and only

four outputs are assumed possible for the hypothetical test, then the probab-
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ilistic weight is zero. Other tests that reduce the number of packages left
to be diagnosed sufficiently would still have non-zero probabilistic weights
which would provide the means for selecting the best test. Under this new
consideration a procedure would have to be developed for determining how
many outputs should be assumed for the next test. Too few assumed out-

puts may jeopardize the selection of the best test while too many assumed
outputs would not take the greatest advantage of the shortened procedure.

Another variation of the probability weighting procedure to consider
is the calculation of the probabilistic weights based on two or three tests
taken at a time in order to select the best two or three next tests for diag-
nosis., This approach would increase the chances of achieving an optimal
set of diagnostic tests but would require more bookkeeping and computa-
tions. For certain problems this may be desirable.

A further area of research would be to examine more closely diag-
nosis to the package level with only a truth table for each package. What as-
sumptions are necessary or useful in forming such a general diagnostic
procedure?

A multiple output optimum procedure that would diagnose to the
package level is another research problem., A procedure similar to Bou-
knight's [1] might be considered.

What types of elements should be included in packages that would

lend themselves better to diagnosis to the package level? Since package lev-
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el diagnosis is possible, could this be extended to a computer block diagno-
sis? If so, what are the advantages? The disadvantages? These questions

suggest further areas of research.

4,3 Conclusions

This investigation has produced an instructive, although not prac-
tical, optimum procedure for diagnosing multi-output machines to the pack-
age level somewhat analogous to the prime implicant problem in logic de-
sign. The investigation also has produced a procedure for selecting a set
of tests sequentially to diagnose multi-output machines to the package level,
thereby eliminating redundant tests. Although the procedure may not always
select the optimum set, it does select a near-optimal set for combinational
machines, The probability weighting procedure has the advantage that the
set of selected tests is found without exhaustive trial combinations of tests
which other optimal procedures require. The tests are added to the set
used for diagnosis one at a time., After applying previously selected tests,
the test that has the largest probabilistic weight is chosen and added to the
set. The probabilistic weight is the probability that a hypothetical test
would completely separate all remaining unseparated packages after the sg-
lected tests and the test being weighted had been applied to the machine.
Since diagnosis is accomplished to the package level, fewer tests are usual-

ly required than would be for diagnosing to the fault level.
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APPENDIX
The program SEPPROB is a FOR TRAN program for finding the
probability of separating up to three packages. The inputs are as follows:
MNP is the maximum number of outputs, CKN is the number of tests whose
probabilities are to be calculated, NM is the number of packages, and

th
NF(i), the number of faults in the i package.



program sepprob

dimension
'nf(3),33(3),nx(16,16,16)
‘comon nf, jj, nx, mmo, 1ll, nm, mindx
mno=maximum mumber of outputs. ckn=number of tests
read 1, mno, ckn

format (112,1£3.1)

ck=g.g

read 3, nm,nf(1),nf(2),nf(3)
format (4i2) |
ck=ck+1.g

do 4 k=1,mm

Ji(k)=¢

caJi nindxm(iim,nf (1))

do 9 11=1,11m

33(1)=11

call nindxm(iZm,nf(2))

do 8 12=1,12m

Ji(2)=12

call nindxm(i3m,nf(3))

do 5 13=1,13m |
3§N=33(1)

Ji2=33(2)

nx(J31,392,13)=1

33(3)=#

call nxtv(nf(3))

W
ot



25

19

23

wn
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JJ(2)=g

call nxtv(nf(2))

3i(1)=g

call nxtv(nf(1))

£3me=nx(#,5,9)

denom=mno' ! (nf (1 )+nf (2)+nf(3))

pt=fxn/deﬁdm

print 25, mno, nf(1), nf(2), nf(3), pt

format (//,1x,19hmax mumber outﬁuxs »112,3x,1Thnuber faults per,
18h module ,2(1i2,1h,),112,/,1x,14hprobebility = ,1£7.5)
if(ck.eq.ckn) 19,2

end

to calculate nx(il,i2,#,¢) from sum over j of nx(11,12,J,%)
subroutine nxtv(nfk)

dimension

'nf(3),33(3),nx(16,16,16)

common nf, 3j, nx, mo, 11, rm, mindx

call nindxm(maxi,nfk)

if(nfk.eq.g) 56,53

maxJj=mindx+nm-11-1

imodl=yg

do Sk nn=1,maxi
imode=g

do 55 mm=1i,nn
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56

21

W
w

mmlo=nmm-1

imodc=imodec+(~1) ' 'mmlo 'nbinome (nn,mmlo) ! (nn-rmlo) ! 'nfk
) | " :
imodl=1imodl+imode 'nbinome (maxj,nn) 'nx(J(1),33(2),33(3))
J3(11+1)=p | o

331=44(1)

Jda=33(2)

333=33(3)

nx(J3J1,332,3J3)=imodl

return

do 57 k=1,mno

33(11)=x

331=33(1)

Jie=33(2)

333=33(3)

nx(J31,332,333)=1

J3()=

end

to find next index maximum

subroutine nindxm(ikm,nfks)

dimension
£ (3),J33(3),nx(16,16,16)

‘common nf, jJj, nx, mno, 11, nm, mindx

1=g

k=1



19
81

82

83

113
174

176

1£(3J(k).eq.8) 87,81
11=11+1

k=k+1

if(1l.eq.nm) 84,79
mindx=mno-mmrll-+1

do 82 kk=1,11
mindx=mindx-jJj(kk)

if (mindx.gt.nfks) 83,84
flw=nfks

return

ikm=mindx

end

function nbinome(nnn,nrr)
if (nrr.eq.nnn) i77,173
1f (nrr.eq.g) 177,174
'fnn-;-nnn

rr=nry

binome=fnn/rr
nrrlo=nrr-1

do 176 k=1,nrrlo,1
sub1=nnn~k

sub2=nrr-k
subm=sub1/sub2
binome=binome 'subm

nbinome=binomc

o

15N



55

go to 178
177 nbinome=1

178  end
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